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Abstract

This article explores the challenges that arose in the context of changes in the corporate 
governance of OpenAI, the company behind the development of ChatGPT. The internal 
conflict within the corporation clearly reveals a confrontation between two opposing 
ideological trends. On one hand, there are representatives of “effective altruism” who 
believe that uncontrolled development of artificial intelligence is linked to the emergence 
of existential threats to the future of human civilization. On the other hand, a completely 
different position is taken by the “effective accelerationists” who argue that consciously 
and purposefully stimulating technological development is necessary, ignoring possible 
negative effects. This conflict leads some analysts to claim that the world is witnessing 
the “first battle in the war for artificial intelligence.”

With the help of artificial intelligence, humans will attempt to build a new and more 
perfect world. However, the world of the future will no longer belong solely to humans. 
It will be a shared world with artificial intelligence, where the human and technological 
elements will intertwine. Technological development and the strong presence of artificial 
intelligence will dramatically transform the way people live.

The major unknown at this moment is to what extent artificial intelligence can be one 
of the most powerful tools for technological development, or conversely, how it can be a 
source of new, previously unknown risks that humanity is unable to manage.

Keywords: artificial intelligence, OpenAI, ChatGPT, effective altruism, effective ac-
celerationism
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In the vision regarding the future development of artificial intelligence shared 
by the specialists developing it, corporate leaders, and major investors, there is 
a clear confrontation between two, until now unknown, ideological trends. The 
likely basis of their conflict lies at the heart of the dramatic events that unfolded 
around OpenAI, the company behind the development of ChatGPT.

Adherents of one of these ideologies believe that the rapid development of 
artificial intelligence could quickly lead to the downfall of humanity. Another 
faction, rather, insists on the unrestricted development of artificial intelligence, 
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even if it is associated with the emergence of existential risks for the future of 
contemporary civilization. It turns out that both groups have almost irreconcil-
able and influential supporters in technological circles. The events at OpenAI in 
late November 2023 provided grounds for some analysts to claim that the world 
has witnessed the “first battle in the war for artificial intelligence” (Nitish, 2023).  

The aim of this article is to analyze the differences underlying the ideological 
confrontation regarding the future technological development of the world. In 
this context, a review and analysis of the main ideological perspectives within the 
technological community will be conducted.

The main theses of the study are as follows:
1.	 For the first time in history, there is a sharp ideological confrontation within 

the field of a new information technology. It is somewhat paradoxical that 
this is not so much triggered by a crisis or unresolved problems, but rather 
by the rapid and perhaps unexpected success in the development of the 
technology. Although at first glance the opposition appears to be within a 
specific corporation, the outlined lines of division far exceed its boundaries 
and spread within the global technological community.

2.	 The corporate conflict in OpenAI brings to the forefront an important 
existential question for the future of humanity. To what extent will priority 
be given in the future to new technological innovations that could lead to 
radical social changes, or will the familiar approach of creating regulatory 
frameworks to manage potential risks be adopted? The actions of many 
countries and international organizations currently indicate that active 
steps are being taken to regulate the new and extensive domain related to 
artificial intelligence.

Brief Chronology of Events in the Leadership of OpenAI

The news of the unexpected dismissal on Friday, November 17, 2023, of a 
co-founder of OpenAI was surprising and logically shook Silicon Valley. The 
Board of Directors of OpenAI removed Sam Altman, who was the CEO of the 
company and one of its co-founders. The decision to dismiss him was made very 
quickly and without prior warning. It turned out that neither Altman, nor the 
major investors, nor even Microsoft’s leadership, which owns 49% of OpenAI’s 
shares, had any information about the impending dismissal until the last moment.

The unusual, official announcement of Altman’s dismissal also raised many 
questions. In the announcement, the Board of Directors of OpenAI directly 
accused the former executive director of lying. Such aggressive formulations 
are rare, even when high-level managers are dismissed for crimes they have 
committed. The announcement did not specify any facts that would clearly 
indicate what Altman was specifically accused of lying about. Altman’s duties 
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were temporarily assigned to Mira Murati, who was previously the technical 
director of OpenAI.

Over the weekend, the Board of Directors of OpenAI attempted to negotiate 
with a series of investors. As a result, on Sunday, November 19, 2023, the 
management of the company was once again changed, and the head of the video 
service Twitch, Emmett Shear, was appointed as the interim director.

Meanwhile, Altman, his close associate Greg Brockman, and several leading 
experts announced that they were moving to work at Microsoft. The next day, on 
Monday, November 20, 2023, another unexpected event occurred: 700 out of a 
total of 770 employees issued an ultimatum to the Board of Directors, demanding 
the return of Altman. They stated that they would leave the company if their 
request was not fulfilled. Among the signatories of the open letter were Mira 
Murati and even the scientific director of OpenAI, Ilya Sutskever, one of the 
main actors in these events, and according to unofficial information, the initiator 
of Altman’s dismissal.

On Tuesday evening, November 21, 2023, Altman agreed to return to OpenAI. 
On the same day, the Board of Directors of OpenAI announced their collective 
resignation.

The leadership of OpenAI was deeply concerned about the speed at 
which the company’s developments related to artificial intelligence were 
progressing.

OpenAI is considered one of the most important players in the field of artificial 
intelligence. Among its projects are the large language model GPT, the ChatGPT 
service that allows users to interact with GPT in a chat mode, and the DALL·E 
service, which generates images based on textual descriptions. However, the 
company has always had a more ambitious goal - to create a universal artificial 
intelligence (UAI) that surpasses human intelligence. A few years ago, universal 
artificial intelligence seemed like a distant and almost unattainable goal. At that 
time, the founders of OpenAI were willing to admit that their research might 
not be successful and could be a source of financial losses. For this reason, the 
company was established as a non-profit research laboratory.

“Serious problems, however, arose as a consequence of the fact that OpenAI’s 
technologies started developing too rapidly. After the release of ChatGPT, a 
clear path to a sharp increase in revenue and profits was discovered. It became 
difficult to explain why the company should continue to be a non-profit research 
laboratory when many interested parties had already emerged, demanding quick 
financial results”.

The unexpected success of ChatGPT unequivocally demonstrated that the ini-
tial forecasts were entirely wrong. According to information from internal sourc-
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es, the pace of changes has always been a cause for concern, even for the creator 
of GPT, Ilya Sutskever. He genuinely believed in the need to create superhuman 
intelligence and became a kind of corporate and spiritual leader (Hao,Warzel, 
2023), guiding the company toward this goal.

The rapid commercial success of OpenAI’s products, a goal pursued by Alt-
man’s leadership, did not allow for the necessary pause in the development pro-
cess that influential groups in society were urging. Many analysts, businessmen, 
and public figures stated that it is critically important to urgently analyze and 
contemplate the ultimate impact that artificial intelligence will have on the fate of 
humanity. According to some sources, the catalyst for the dramatic sequence of 
events in the company was the developed algorithm Q*.

According to some information, the Q* algorithm turned out to be signifi-
cantly more effective than expected, significantly increasing the likelihood of the 
rapid emergence of universal artificial intelligence (Tong, Dastin, Hu, 2023). In 
November, the developers of Q* warned the Board of Directors of OpenAI about 
the potential threat posed by this algorithm. It is important to note that this warn-
ing came directly from the developers of the algorithm and not from the CEO, 
Altman.

A few days later, Altman’s unexpected dismissal without warning became a 
reality. Opponents of the accelerated development of artificial intelligence, in-
cluding Sutskever, likely believed that artificial intelligence surpassing human 
capabilities had reached a point of no return, posing a real existential threat. Ini-
tially, OpenAI had hoped to manage this danger through regulation (alignment) 
– built-in safety mechanisms preventing the intentions of artificial intelligence 
from deviating from human motives and goals in behavior. However, the rapid 
development of artificial intelligence increasingly showed that no safety mecha-
nisms would be able to contain it within acceptable and safe bounds. Such a 
course of events clearly led to the emergence of the greatest danger, according to 
Sutskever.

During the summer, he, along with over a hundred prominent researchers 
in the field of artificial intelligence, businessmen, investors, and public figures, 
including Elon Musk and Steve Wozniak, published an open letter2. In it, they 
raised the question of the need for a responsible approach to the risks associated 
with artificial intelligence. According to the authors of the letter, we should treat 
this new danger with the same seriousness as we approach nuclear or biologi-
cal threats. Specifically, it was emphasized that “powerful artificial intelligence 
systems should only be developed when we are certain that the effects of their 
deployment will be positive, and the risks are manageable”.

2  Mitigating the risk of extinction from AI should be a global priority alongside other societal-
scale risks such as pandemics and nuclear war (CAIS, n.d.).
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Regarding his stance on issues related to the regulation of artificial intelli-
gence, there is information that Sutskever ritually burned a doll figure represent-
ing “unregulated artificial intelligence” during a meeting with the leadership of 
OpenAI. This doll figure was commissioned from a local artist (Hao, Warzel, 
2023).

As the most radical yet influential advocate of the ideological movement 
opposing the rapid development and implementation of artificial intelligence, 
Eliezer Yudkowsky, the founder of the Machine Intelligence Research Institute, 
is often mentioned. Yudkowsky insists not only on the immediate cessation of 
OpenAI but also on any research in the field of artificial intelligence. He calls 
on public authorities not to spare any effort in pursuing such goals (Yudkowsky, 
2023). For example, if graphics cards are necessary for training artificial intel-
ligence, he suggests strict penalties for merely owning graphics cards. According 
to Yudkowsky, the United States should be prepared, if other countries violate the 
prohibition standards, to bombard their technological centers. He believes that if 
necessary, even nuclear weapons could be used. He argues that a nuclear war can 
be survived, but one involving artificial intelligence cannot. While Yudkowsky’s 
reasoning is highly radical, it has garnered significant public attention in Silicon 
Valley.

People with similar views are encountered in many places, including OpenAI. 
In particular, Yudkowsky has personal communication with Emet Shir, appointed 
as the temporary director of OpenAI for a short period, who openly identifies as 
a “thoughtful” person. In principle, he shares Yudkowsky’s apocalyptic views, 
although his ideas for responding to issues related to artificial intelligence are 
more moderate. He does not propose a complete halt to research but rather ad-
vocates significantly slowing down its pace. “If the current pace is 10, and the 
pause is zero pace, according to him, we should aim for a pace of 1-2”, he wrote 
on Twitter.

Several other members of OpenAI’s board of directors have been identified as 
supporters of the ideology broadly termed “effective altruism”. According to this 
ideology, societal interests are always more important than individual interests. 
In this context, the main goal shared by advocates of “effective altruism” is to 
prevent threats arising from the uncontrolled development of artificial intelli-
gence.

Supporters of this ideology on the OpenAI board of directors also include 
Helen Toner from the Center for Security and Emerging Technology at George-
town University and the Oxford Center for Governance of Artificial Intelligence, 
representing the Effective Altruism Center, and Tasha McCauley, who works at 
the RAND Corporation research center.



Emil Asenov

28

After a new Board of Directors was elected at OpenAI at the end of November 
2023, Microsoft announced that it would have a non-voting seat on the board. 
This move was logical considering that the future development of OpenAI would 
continue to closely involve collaboration with Microsoft. The software giant 
invested $13 billion in OpenAI and integrated its artificial intelligence models 
into its software products.

Mira Murati, who was the Chief Technology Officer at OpenAI and briefly 
appointed as the interim CEO, returned to her previous position. Greg Brockman, 
on the other hand, resumed his role as the President of OpenAI.

Former CEO of Salesforce, Bret Taylor, who will lead the new board, according 
to a statement published on OpenAI’s website, mentioned that he would focus 
on “strengthening OpenAI’s corporate governance.” In a subsequent post on X, 
Taylor commented that he would leave the board once it is filled with people, and 
the company stabilizes (Kirilova, 2023).

Regarding the ideas, principles, and goals of “effective altruists”

The significant presence of representatives of “effective altruism” in the gov-
erning body of OpenAI, which replaced Altman, raises questions about the goals, 
priorities, and characteristics of this ideological movement. In essence, it is a 
philosophical and social movement that advocates for the “use of evidence and 
reason to find approaches to benefit others as much as possible and take corre-
sponding actions” (Hao, Warzel, 2023).

Effective altruists identify the most critical philosophical questions concern-
ing the most effective ways to benefit others. Therefore, they often engage in ac-
tivities related to achieving ideal goals. The goals and approaches of effective al-
truism strongly influence the planning and implementation of scientific projects, 
public corporate activities, and political initiatives. Achieving the ultimate goals 
of effective altruism involves ensuring people’s safety, improving the quality of 
life, or maximizing benefits for individuals (MacAskill, 2017).

The philosophical principles of effective altruism include impartiality, cause 
neutrality, cost-effectiveness, and comparative analysis (“opposite reasoning”).

In the ideological landscape of effective altruism, there are also other similar ideo-
logical currents referred to by terms such as “AI doomers” or “decelerationists”.

As “doomers”, individuals are characterized by extreme pessimism, even fa-
talism, regarding the prospects of finding solutions to global problems related to 
overpopulation, climate issues, environmental pollution, nuclear weapons, and 
the rapid development of artificial intelligence. Some doomers argue that there 
is a real possibility that these problems could lead to the extinction of humanity 
(BBC News, 2023).
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Authors such as Paul R. Ehrlich, Guy McPherson, and Michael Rupert link 
doomism to Malthusianism – an economic philosophy that posits human consump-
tion will surpass the Earth’s available natural resources, leading to societal col-
lapse, social disorder, or a decrease in population (Grist, 2020; Holmgren, 2009).

On the other hand, “decelerationists” express serious concerns about the fact 
that technologies are advancing at a pace that cannot be controlled. Representatives 
of this ideological movement believe that it is crucial to carefully monitor the dy-
namics of the process regarding the development, implementation, and use of AI.

Ideas, Values, and Goals of “Effective Accelerationists”

In light of the events at OpenAI, the actions of supporters from the camp of 
“effective altruists” faced sharp criticism. Representatives of the investment com-
munity (Paresh, 2023). stated that concerns about the management of OpenAI’s 
Board of Directors had always existed, but they had never entertained the hypoth-
esis that these individuals would become activists ready to disrupt everything for 
the sake of an abstract idea. According to other figures, such as the renowned 
investor Vinod Khosla, (McMillan, 2023) the “religion of effective altruism” fol-
lowed by the members of OpenAI’s board and its misapplication created a barrier 
to the world’s progress toward the incredible benefits of artificial intelligence”.

Against the “effective altruists” and their variations, the “doomers”, and “de-
celerationists”, a powerful ideological and radical faction emerged, self-iden-
tifying as “effective accelerationists” or “e/accs”. They perceive themselves as 
representatives of technocrats and oppose the actions of the “altruists””, who, 
according to them, interfere with critical technological matters and promote er-
roneous ideas about ethics and societal well-being.

Speculations surrounding Altman’s dismissal shed light on the deep, practi-
cally opposite differences in views regarding the development of artificial intel-
ligence within the technological community. Essentially, it is divided into oppos-
ing camps: representatives of effective altruism and effective accelerationism.

Effective accelerationism is an ideology and social movement built on the 
foundation of the theory of accelerationism, whose intellectual roots can be 
traced to the works of the French post-structuralists Gilles Deleuze and Félix 
Guattari. Supporters of this concept are usually positioned on the far right of the 
conditional political coordinates system. The theory of accelerationism gained 
popularity actively in the 1990s through the efforts of the British philosopher 
Nick Land, who chose the term “neoreaction” to describe his views.

Supporters of accelerationism believe that society should progress through 
the application of new aggressive technological innovations, which should not be 
subject to additional regulatory frameworks due to concerns about their potential 
negative effects. The main argument is that new technologies can lead to such 
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radical social changes, and the long-term benefits could be of such magnitude 
that potential risks can simply be neglected.

In the recently published programmatic text of accelerationists titled the 
“Techno-Optimist Manifesto” (Andreessen, 2023). They state that they believe 
in acceleration – the conscious and targeted stimulation of technological develop-
ment to ensure the application of the Law of Accelerating Returns, allowing the 
spiral of growth of techno-capital to continue indefinitely.

The manifesto contains a specific statement that allows positioning this move-
ment within the field of the contemporary ideological spectrum. Specifically, it 
declares the following: “We have enemies. Our enemies are not bad people, but 
rather bad ideas. Our modern society for six decades has been subjected to mass 
demoralization – against technology and against life – under various names: ‘ex-
istential risk’, ‘sustainability’, ‘ESG’, ‘sustainable development goals’, ‘social 
responsibility, stakeholder capitalism’, ‘precautionary principle’, ‘trust and safe-
ty’, ‘technoethics’, ‘risk management’, ‘anti-growth’, ‘limits’”.

In response to the assertion by AI doomers that humanity is digging its own 
grave with the development of new AI technologies, the supporters of “e/acc” 
provide the following answer: “... since one cannot make much money from 
doomerism (except by writing good fiction), this is more of an academic position 
than the stance that technology companies will take. As far as I can judge, ‘e/acc’ 
is winning in the current discussions, mainly due to rapidly advancing AI tech-
nologies and the fact that a significant part of the economy wants to save money, 
make money, and win more” (Wilhelm, 2023).

This direction has a large number of followers, including former Google CEO 
Eric Schmidt and renowned investor Marc Andreessen, who developed the first 
popular web browser years ago. After Altman’s dismissal, Andreessen launched 
sharp accusations on Twitter against the “effective altruists”. With a significant 
amount of candor, he pointed out that contrary to the altruists, the “effective ac-
celerationists” believe that the development of artificial intelligence should not 
only not be slowed down but rather accelerated – even if it leads to the end of the 
world. As explained by one of the popular ideologists of “e/acc” using the pseud-
onym “Beff Jezos” (Jezos, 2022). Accelerationists do not view the “biological 
substrate for intelligence and life” particularly favorably (Lenta.ru, 2023).

Economic Perspectives on the Development of Artificial Intelligence

The outcome of the events in the leadership of OpenAI at first glance dem-
onstrates the victory and consolidation of the technocratic approach of the ac-
celerationists, linked to the expansion of the application of artificial intelligence, 
particularly ChatGPT. There can be little doubt that the economic sector associ-
ated with artificial intelligence will undergo rapid development. It might even 



„Quo vadis AI?“

31

be argued that it will significantly dictate the pace of development for the entire 
economy over the next decade. According to expert forecasts, the global market 
for artificial intelligence solutions is projected to grow from $196.6 billion to 
$1.8 trillion USD in the period from 2023 to 2030, with an average annual growth 
rate of 37% (Bloomberg, 2023).

According to McKinsey’s estimates, the overall economic potential of imple-
menting artificial intelligence in various industries ranges between $17.1 trillion 
and $25.6 trillion USD. This growth will be driven by increased business produc-
tivity through the automation of work processes, enhanced labor productivity, 
and increased demand for AI-powered products due to the improved quality of 
these products (McKinsey, 2023).

This effect will be made possible, including by reducing the costs of 
implementing artificial intelligence models in organizational activities and by 
increasing access to data for training such models.

The development of generative artificial intelligence will be a leading 
technological trend associated with the use of artificial intelligence. This includes 
the development and widespread deployment of generative artificial intelligence, 
including large language models. Generative artificial intelligence is used to 
create content such as text, audio, and images.

Аccording to experts, in the coming years, generative artificial intelligence will 
become one of the most dynamically evolving branches of artificial intelligence. 
More and more companies are recognizing the competitive advantages of AI for 
business and making the adoption of this technology a priority (Bakerdzhieva, 
2023). Bloomberg Intelligence estimates indicate that the global market for gen-
erative AI-based solutions will grow more than 13 times, from $67 billion to 
$897 billion USD, in the period from 2023 to 2030. The growth of public interest 
in the field of artificial intelligence in recent years is significantly connected to 
the development of generative AI models (Bloomberg, 2023).

Thanks to the rapid growth in the productivity of generative AI models, they 
have broad potential for applications in various fields. According to McKinsey’s 
estimates, the economic impact of implementing generative AI products across 
different sectors of the global economy will reach between $2.6 trillion and $4.4 
trillion USD annually. The use of generative artificial intelligence in marketing, 
customer services, and software development constitutes 75% of this growth.

The outlined forecasts provide sufficient grounds to assert that the ideas of 
accelerated technological development advocated by the effective accelerationists 
will likely be further solidified in practice. In the coming years, a profound 
transformation is anticipated not only in a wide range of economic sectors but 
also in society as a whole.
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At the same time, it’s crucial not to forget the broader societal context in 
which the corporate events of OpenAI unfolded. In early November 2023, at 
the initiative of the United Kingdom, a two-day high-level meeting on artificial 
intelligence safety took place in Bletchley Park near London. The forum brought 
together governments, leading companies developing AI systems, civil society 
organizations, and numerous analysts and experts. Nationally, the majority of 
technologically advanced countries3 participated in the forum and endorsed a 
joint declaration (The Bletchley Declaration, 2023). 

 The declaration emphatically states the establishment of shared consensus 
and responsibility regarding the risks, opportunities, and future processes for in-
ternational collaboration on the safety and research of artificial intelligence. The 
declaration highlights a common position that all participants play a role in en-
suring the safety of artificial intelligence: nations, international forums, and other 
initiatives, companies, civil society, and academic institutions.

The necessity for issues related to safety to be addressed throughout the entire 
life cycle of artificial intelligence is confirmed in this document. According to the 
declaration, those countries and organizations developing highly powerful and 
potentially harmful AI systems bear a particular responsibility for ensuring the 
safety of these artificial intelligences. In this regard, efforts of participants striv-
ing to provide appropriate transparency and responsibility regarding their plans 
for measuring, monitoring, and limiting potentially harmful capabilities and their 
associated effects are supported.

The text of the Bletchley Park declaration shows that the global political elite 
is inclined to adhere to the leading ideas and principles of “effective altruism” 
to prevent potential threats arising from uncontrolled development of artificial 
intelligence.

The First Battle for Artificial Intelligence as the Beginning of Defining 
the Meaning of Technological Development

The ideological clash within OpenAI should not be interpreted unilaterally. 
It clearly outlines a new line of conceptual division and even open opposition 
within technological circles, particularly among professionals directly engaged 
in the development of artificial intelligence. However, this ideological opposition 
extends far beyond and involves broader societal circles and stakeholders, 
including politicians, corporate figures, financiers, the non-profit sector, the 
academic community, and more.

3  Among them are Australia, Brazil, Canada, China, the European Union, France, Germany, 
India, Ireland, Israel, Italy, Japan, the Netherlands, Republic of Korea, Singapore, Spain, 
Switzerland, United Kingdom, and the United States. /a.n/.
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The ideas and priorities of “effective altruism” find broad support among 
representatives in the information technology sector, political leaders, non-
governmental organizations, and scientific communities.

Conversely, the leading ideas of “effective accelerationists” shape the positions 
of the majority of researchers and developers in artificial intelligence systems, the 
corporate elite, and the financial and investor community.

The given factual situation leads to the following conclusions:
1.	 The sharp ideological confrontation related to the development of artificial 

intelligence is the first to emerge within the field of a specific information 
technology.

2.	 The peculiarity of this case is that it is not so much triggered by an 
existing crisis or unresolved problems, but rather by the rapid and perhaps 
unexpected success.

3.	 Although the level of opposition at first glance appears to be within a single 
corporation, the outlined lines of division far exceed its boundaries and 
spread within the global technological community.

4.	 The brief unsuccessful attempt to rotate the governing body of OpenAI 
has brought to the forefront an important existential question for the future 
of humanity. To what extent will priority be given in the future to new 
technological innovations that could lead to radical social changes, or 
will the familiar approach of creating regulatory frameworks to manage 
potential risks be adopted? The main argument is that new technologies 
could lead to such radical social changes, and the long-term benefits could 
be so substantial that potential risks might simply be disregarded.

Until now, the concept of “technological revolution” had a neutral connotation. 
Now it has its own value and ideological equivalent.

Undoubtedly, the conflict between these two groups, for various reasons and 
aspects related to artificial intelligence activities, will persist. New ideological 
factions and ethical phenomena may emerge. One of the main themes of the 
debates will concern the approach to preventing potential risks and threats arising 
from the development of artificial intelligence. Should it be the familiar approach 
of building continuously expanding regulations for artificial intelligence 
processes and systems4, utilizing ethical principles and criteria from the arsenal 
of effective altruism? Or, conversely, should it be the approach proposed by 
accelerationists, tackling existing technological problems with more technology 
and the application of new technological solutions?

4  According to the Stanford University „AI Index Report“ for 2023, the annual number of 
AI-related laws passed in the 127 surveyed countries has surged from one law enacted in 
2016 to 37 laws enacted in 2022 (Vincent, 2023; Maslej et al., 2023).
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At the moment, it’s not possible to say whether a middle ground can be found 
that integrates both approaches and provides a universally acceptable solution for 
managing the risks associated with artificial intelligence. 

Apart from the current and future ideological battles, there lies a fierce 
competitive struggle to achieve technological supremacy among the three most 
significant global technology hubs. It’s difficult to assess how the rivalry between 
the USA, China, and Europe will unfold and what the outcome will be regarding 
the attainment of global technological leadership in this field.

The major uncertainty at this moment is the extent to which universal artificial 
intelligence can become the new technological demiurge of the world we will in-
habit in the new millennium. Conversely, it remains unclear how possible it is for 
universal artificial intelligence to emerge as a source of new, previously unknown 
problems for which humanity lacks the necessary tools and capacity to solve.

This question is of paramount importance, and according to Henry Kissinger, 
who believes that “perhaps the greatest challenge is philosophical. The more ar-
tificial intelligence enters conceptual and analytical aspects of activities inacces-
sible to the human mind, the less understandable its processes, impact, and results 
of its activities will be for humans. If it is concluded that the assistance of artifi-
cial intelligence is needed..., the delegation of critical decisions and functions to 
machines may become inevitable” (Forbes.ru, 2022).

The corporate conflict within OpenAI raises, in my opinion, crucial and fun-
damental questions about the future of the world in which we will live. “The 
first battle for artificial intelligence” may turn out to be the beginning of a new 
ideological divide regarding the definition of priorities and goals of contempo-
rary civilization in the face of accelerating technological development. Humans 
understand and shape the world and themselves in accordance with the meanings 
and values they carry. With the help of artificial intelligence, they will attempt 
to build a new and more perfect world. However, the world of the future will no 
longer solely belong to humans. It will be a shared world with artificial intelli-
gence, where the human and technological elements will intertwine. Technologi-
cal development and the strong presence of artificial intelligence will dramati-
cally transform the way people live. Once again, they will be forced to seek an 
answer to the question of how much their new existence and the meaning of their 
existence align with their conception of a happy life.
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