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UNIVERSITY OF NATIONAL AND WORLD ECONOMY
FACULTY “APPLIED INFORMATICS AND STATISTICS”

DEPARTEMENT OF MATHEMATICS
ANNOTATION
The Course of MATHEMATICS consists of two parts (courses):  MATHEMATICS, Part One and MATHEMATICS, Part Two. Its main aim is to introduce to the bases of the HIGHER MATHEMATICS directed to applications in ECONOMICS and STATISTICS, and MENAGEMENT. 

MATHEMATICS, Part  One  includes elements (parts) of ANALYTIC  GEOMETRY and MATHEMATICAL ANALYSIS. MATHEMATICAL ANALYSIS includes DIFFERENTIAL CALCULUS of the Functions of One and Several Real Variables, and INTEGRAL CALCULUS. Differential Calculus and Integral Calculus are directed to their applications in ECONOMICS and MENAGEMENT.
MATHEMATICS,  Part  Two  includes elements (parts) of  LINEAR   ALGEBRA, MATHEMATICAL  OPTIMIZATION (PROGRAMMING) and  PROBABILITY   THEORY.

Linear Algebra is directed to its applications in Mathematical Optimization (Programming), especially to Linear Optimization (Programming). Mathematical Optimization (Programming) is directed to its applications in ECONOMICS and MENAGEMENT.

Probability Theory is directed to its applications in STATISTICS as well as to other courses which use it.
  MATHEMATICS   

Part One  

І.    ANALYTIC GEOMETRY
1. Coordinate systems in the spaces R1, R2 and R3.
2. Analytical representation of the curves in the plane R2. 
3. Second-order curves.  
4. Analytical representation of the curves and surfaces in the space R3. Equations of a plane and a straight line in the space.  
IІ.   DIFFERENTIAL CALCULUS OF THE FUNCTIONS OF ONE VARIABLE
1. Functions in the Set Theory. Graph. Equation. Inverse function. Composition of functions. Real functions. Elementary functions of one variable.  

2. Infinite sequences. The concept of limit. Limit theorems. The number e. Natural logarithms.

3. Limits and continuity of the functions of one variable. Properties of the continuous functions. 
4. Derivative of a function of one variable. Differential. Differentiation rules. 
5. Fundamental theorems of differential calculus: Rolle, Lagrange, Cauchy, L’Hospital, Taylor.  
6. Derivatives related to the behavior of functions. Increasing and decreasing functions. Local extrema. Critical points. Convex and concave functions. Asymptotes. Absolute extrema .
7. Infinite series. Power series. Taylor expansion. 

8. One-dimensional mathematical models in the economics. Application of the differential calculus (rate of changes, growths, marginal analysis, extreme problems, elasticity).                      
ІІІ.   DIFFERENTIAL CALCULUS OF THE FUNCTIONS OF SEVERAL VARIABLES
1. The space Rn . Convergences. Functions of several variables.

2. Limit and continuity of the functions of several variables. Properties of the continuous functions. 
3. Partial derivatives. Total differential.
4. Local and absolute extrema of the functions of several variables. Critical and saddle points. Applications.
5. Extremum problems for functions subject to constraint conditions. Constrained extrema. Lagrange multipliers. A general idea for mathematical optimization. 

ІV.   INTEGRAL CALCULUS
1. Indefinite integral. Integration rules. Change of variables. Integration by parts.
2. Definite integral. Properties. Newton-Leibniz formula. Change of variables. Integration by parts. 
3. Geometric applications of the definite integral (areas, volumes, lengths). Applications to business and economics.
4. Improper integrals.

5. Differential equations of first order. Applications to business and economics.
MATHEMATICS   

Part Two  

І.   LINEAR   ALGEBRA
1. The space Rn. Linear spaces.  Linearly dependency. Bases. Dimension. 

2. Determinants.
3. Matrices. Matrix operations. Inverse matrix. Matrix equations. Rank of a matrix and its relation to the rank of a vector system.
4. Systems of linear equations. Cramer’s rule. Gauss elimination method.  
ІІ.   MATHEMATICAL OPTIMIZATION (PROGRAMMING)
1. The general idea for mathematical optimization. Applications to business and economics. Linear optimization (programming). The basic problem. Geometric approach in R2.
2. Simplex method. Transportation problem. Numerical methods of linear optimization (programming).
3. Duality in the linear optimization (programming). 
ІІІ.  PROBABILITY   THEORY
1. Combinatorics. Combinatorial configurations (selections). The binomial theorem.

2. Basic notions related to probability. Random experiments. Sample space. Random events. Operations on events.
3.  Probability. Properties. Classical probability. Statistic probability. Axioms of probability theory. 

4. Conditional probability. Product rule. Independent events.  Total probability. Bayes’s rule.

5. Bernoulli trials. Bernoulli model “with replacement” and “without replacement”.          
6. Discrete random variables.  Mathematical expectation (mean-value), dispersion (variance), mean-square (standard) deviation. Initial and central moments. Classical discrete distributions: binomial, hypergeometric, geometric and Poisson distributions.
7. Continuous random variables. Distribution function and probability density.   Mathematical expectation (mean-value), dispersion (variance), mean-square (standard) deviation. Initial and central moments.
8. Continuous distributions: uniform, exponential, normal distributions. De Moivre-Laplace theorem. 
9. Limit theorems.  Convergence in probability. Chebyshev inequality. Bernoulli Law of Large Numbers. Central limit theorem. De Moivre-Laplace limit theorem. Applications.   
